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Abstract

Minimizing the makespan in the Flow shop scheduling problem with sequence dependent set-up times is considered in this paper. Production smoothing, as the important condition in JIT production systems, is also considered as a constraint in the problem. The problem is known to be NP-hard; therefore a Branch and Bound algorithm and a heuristic algorithm are proposed for solving the model. The proposed heuristic algorithm has been utilized for solving large scale problems. Computational results by 2040 test problems demonstrate that the efficiency of proposed algorithms. The proposed B&B algorithm is able to reach to optimum solution the problems with maximum 14 positions in a few minutes.
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1. Introduction

Flow shop scheduling problem has a lot of applications in industry. Many researchers have worked and are working on this subject so a lot of papers are being published in this field in scientific journals every year. Most of these papers are about minimizing makespan in flow shop production environment. But, more and less, researches with other objectives or with specific hypotheses are done in such production environments [1]. Production smoothing as an important role in JIT production environments has attracted the interests of many researchers [2]. However, a few researches have been done to consider production smoothing in flow shop environments. McMullen [3] introduces the concept of production smoothing for manufacturing systems where the final stage of manufacturing operations is a flow shop with sequence dependent set-up times.

This research presents a model to the permutation flow shop problem where Just in Time (JIT) production requirements are taken into account. McMullen developed a bi-criteria model. In addition to the traditional objective of minimizing the production makespan, minimization of Miltenburg’s material usage rate is also incorporated. In this model, multiple units of each product are permitted in the production sequence. However, the minimization of material usage rates attempts to prevent batch scheduling of products and allows unit flow of products as required in demand flow. A solution method is proposed for determining an optimal production sequence via an efficient frontier approach and Simulated Annealing (SA). Test problems and specific performance criteria are used to assess the solutions generated by the proposed method. Experimental results presented in this paper show that the proposed method obtain optimal solution.

Yavuz et al. [4] is concerned with a batching problem encountered in the context of production smoothing in just-in-time manufacturing systems. The manufacturing system of interest is a multi-level system with a flow-shop at the final level. A hybrid meta-heuristic method is developed to solve the batching problem, which is known to be NP-hard. Strategic Oscillation (SO) and Path Re-linking (PR) methods have hybridized and compared the hybrid method’s performance to two benchmark methods: a bounded dynamic programming method developed for the problem earlier and an implementation of Robust Tabu Search (RTS) meta-heuristic. Through a computational study, it is shown that the proposed hybrid method is effective in solving the problem within several minutes of computer time and yielding near-optimal results.

Yavuz et al. [5] is concerned with a special class of mixed-model manufacturing systems: flow shops. The production smoothing problem is studied under presence of non-zero setup times. The master problem is split into two sub-problems which are concerned with determining the batch sizes and production sequences, respectively. A dynamic programming procedure is developed to solve the batching problem, and using an existing method from the current literature is suggested to solve the sequencing problem.

Kogan and Tell [6] focus on advance orders and continuous-time production smoothing under uncertain demands. Yalcinkaya & Durmusoglu [7] consider lean based production system. In this study, production smoothing decisions are studied through value stream mappings. Smoothing scenarios for seasonal variation are
developed in order to reduce the deterioration of the production systems performance. Firstly the work flow was visualized using value stream mapping, then production schedule was created using production smoothing method and lastly developed smoothing scenarios were tested.

The above mentioned information shows there are a few researches on flow shop scheduling problem by considering production smoothing. In the other way, McMullen [3] was searching for a single flow of products. This research avoids batch production. McMullen [3] has presented a heuristic method based on SA algorithm to solve the problem and it has not searched for finding the optimal solving or best heuristics and this is an opportunity for future researchers.

2. Problem Definition
In this paper, the same as McMullen[3], scheduling problem of n jobs on m machines in a flow shop production environment is considered. The jobs have sequence dependent set-up times on the machines. Each job i has demand \( d_i \). Production positions for sequencing of jobs are equal to \( D = \sum d_i \). In this way, each job occupies one position in sequence. This helps to access to a smooth production sequence. Only one job can process on each machine, per time. Job interruption is not allowed.

Below notation is used to modeling the problem:

- \( M: \) set of machines \( \{k = 1, \ldots, m\} \)
- \( J: \) set of jobs \( \{i = 1 \ldots n\} \)
- \( d_i: \) demand of job i, \( D = \sum_{i=1}^{n} d_i \)
- \( P: \) set of positions in sequence \( \{j = 1, \ldots, D\} \)
- \( t_{ik}: \) process time of job i on machine k
- \( s_{ii'}: \) set-up time of job i if it's done after job i'
- \( z_{ij}: \) decision variable; it equals to 1 if job i occupies position j, else it equals to 0
- \( \alpha: \) index of sequence production smoothing
- \( CSF_i: \) smoothing constant of job i, \( CSF_i = d_i / D \)
- \( C_{jk}: \) completion time of job of position j on machine k

The problem model is:

\[
\text{Min } c_{Dm} \tag{1}
\]

\[
\sum_{i=1}^{n} z_{ij} = 1 \quad \forall j \tag{2}
\]

\[
\sum_{j=1}^{D} z_{ij} = d_i \quad \forall i \tag{3}
\]

\[
c_{jk} = \max\{c_{j,k-1}, c_{j-1,k}\} + \sum_{i=1}^{n} t_{ik} z_{ij} + \sum_{i=1}^{n} \sum_{i'=1}^{n} s_{ii'} z_{ij} z_{i'j-1} \quad \forall j, k \tag{4}
\]

\[
\left[ \sum_{i=1}^{n} \sum_{j=1}^{D} \left( \frac{\sum_{i=1}^{n} z_{ir}^j}{\sum_{i=1}^{n} z_{ir}} - CSF_i \right)^2 \right]^{1/2} \leq \alpha \tag{5}
\]

\[
z_{ij} = 0 \text{ or } 1, \quad t_{ik} > 0, \quad s_{ii'} \geq 0 \tag{6}
\]

Equation (1) is objective function of makespan minimization (completion time of the last job on the last machine). Equation (2) guaranties that only one job assign to each position. Equation (3) guaranties that each job occupies positions exactly equal to number of its demand. Equation (4) shows the computation phrase for completion time in each position. Equation (5) guarantees that summation of deviation of smoothing constant for all jobs is less than a determined amount of \( \alpha \). \( \alpha \) is an index for determining smoothing level of deferent production sequences. This parameter is determined by the manager with due attention to existing requirements and conditions in real production environment. This modeling shows that the problem is NP-hard. Because a few increase in n and D parameters contributes to a large increasing in problem dimensions. This clears that is not efficient to use complete enumeration for solving this problem and it's necessary to find more suitable solving methods.
3. Solving Methods

A useful method for solving such problems is the shortened enumeration strategy of solving called B&B algorithm. Now, usage of B&B algorithm for solving the problem is being described. Suppose \( \sigma \) is a detail sequence of jobs made by arranging some jobs of \( n \) jobs. Also, \( \sigma \) is a detail sequence that job \( i \) is immediately after sub-sequence \( \sigma \) and the last job in \( \sigma \) is \( i' \). If \( \sigma_j \) shows a detail problem in the level \( j \) of branching tree, this will be the same problem \( \sigma_j \) that the first \( j \) positions of the sequence are assigned. \( C_{\sigma_j} \) and \( b_{\sigma_j} \) of \( \sigma_j \) show the completion time on machine \( k \)th and the portion of deviation of smoothing index for the detail sequence. That is:

\[
C_{\sigma(k)} = \max \{C_{\sigma(k)}, C_{\sigma(k-1)}\} + I_{ik} + S_{ik'}
\]

\[
b_{\sigma} = b_{\sigma} + \sum_{j=1}^{n} \left( \sum_{r=1}^{z_{jr}} \frac{L_{jr}}{f+1} - CSF_{ij}\right)^2
\]

In each stage of branching, possible branches are equal to the number of \( n \) jobs that are not assigned all their demands. Each detailed problem \( P_{\sigma}^{d+1} \), made by choosing a job as \( i \) from the rest of the jobs.

In bounding process a lower bound for completion time is being searched. Here, \( C_{\text{lower}} \) is the mentioned lower bound. Now, it should be clear that completion of the detail problem \( \sigma \) can contribute to an optimal solving or not. In per time, \( b_{\sigma} \) is being computed and compared with \( \alpha \) (smoothing index). If \( b_{\sigma} = \alpha \), then completion of \( \sigma \) won't be desirable.

Here, backtracking method for branching has been used in order to occupy less memory space in computer and to simplify coding the problem.

\( \alpha \) is a parameter being computed with attention due to production environment requirements by the management. For computational experiments, it should be computed, to apply in B&B algorithm. Here, a heuristic approach is used to compute different amount of \( \alpha \) in test problems. It's clear that \( \alpha \) is being determined with attention due to existing conditions in the real environments and it's not necessary to use this approach.

As mentioned before, the problem is NP-hard. So, a heuristic algorithm can be used to solve the problem in suitable time. Here, a heuristic algorithm is predicted to access to rather good solving, to compare with B&B algorithm results. This algorithm is based on the well-known nearest neighborhood approach in solving the traveling salesman problem.

Heuristic algorithm steps

1. Step 0: \( j = 1, C = 0 \) and \( b = 0 \);
2. Step 1: all jobs are being placed in list 1 (non-sequenced);
3. Step 2: \( C_{ij} \) and \( b_{ij} \) are being computed for all jobs in list 1;
4. Step 3: the job with smallest \( C_{ij} \) is being placed in position \( j \), if two or more \( C_{ij} \) have been equal then the job with smallest \( b_{ij} \) is being selected, in case of re-equation, the job is being selected randomly;
5. Step 4: \( C = C + C_{ij} \) and \( b = b + b_{ij} \) (i is the index of the selected job at step 3);
6. Step 5: \( j = j + 1 \) and the assigned job is being omitted from list 1;
7. Step 6: the 2nd to 5th steps are being repeated till when the list 1 will be empty.

4. Results

Some test problems by a computer program have been designed and solved to consider the performance of proposing algorithms. Process times have uniform distribution in \([1,100]\). Set-up times have uniform distribution in \([1,10]\). Number of Machines are considered 3, 10, 50 and 100. Number of jobs are natural numbers equal to and greater than 3 and number of sequence positions (the summation of all demands of all jobs) are 6, 8, 9, ..., 14, 15. Each specific problem with determining \( m, n \) and \( D \) is being generated 10 times with random process and set-up times. Parameter \( \alpha \) is being computed in three ways for applying in test problems. The B&B algorithm is being performed with each amount of \( \alpha \) on each test problem. Then the algorithm is being performed without \( \alpha \) parameter to compare the results. Maximum time for performing the algorithm has limited to 5 minutes. Then each problem is being solved by heuristic algorithm.

All computations have done in a notebook with 1.7 GHz processor, 512 MB of ram memory. The coding has done in Visual Basic under Windows XP. Due to limited time of algorithm, increasing the number of \( m, n \) and \( D \) are being continued to number that can be solved in 5 minutes. The solved problems are:

- **Group 1**: \( m=3, n=3 \) \( D = \{6,8,9,10,11,12,13,14\} \)
- **Group 2**: \( m=3, n=4 \) \( D = \{8,9,10,11,12,13,14,15\} \)
- **Group 3**: \( m=3, n=5 \) \( D = \{10,11,12,13,14,15\} \)
- **Group 4**: \( m=10, n=3 \) \( D = \{6,8,9,10,11,12,13,14\} \)
- **Group 5**: \( m=10, n=4 \) \( D = \{8,9,10,11,12,13,14,15\} \)
- **Group 6**: \( m=10, n=5 \) \( D = \{10,11,12,13,14,15\} \)
- **Group 7**: \( m=50, n=3 \) \( D = \{6,8,9,10,11,12,13,14\} \)
- **Group 8**: \( m=50, n=4 \) \( D = \{8,9,10,11,12,13,14\} \)
Table 1 shows the results of running the program. The 3rd first columns, show the problem. First column is number of machines, second is number of jobs and third is number of sequence positions. The next three columns show average run-time of B&B algorithm to optimal solving with different amounts of $\alpha$ for 10 same problems. The next columns show average run-time without parameter $\alpha$. The next columns show average percent of deviations of makespan (ms), smoothing index (si), algorithm performing time (t) obtained by B&B with three value of parameter $\alpha$ from solving the model without parameter $\alpha$. The percent of deviation is being computed as below for each of them:

\[
\text{percent of deviation} = \frac{\text{B&B solving result with } \alpha - \text{B&B solving result without } \alpha}{\text{B&B solving result without } \alpha} \times 100
\]

The results show that with some percent (less than 10%) worse makespan for different amounts of $\alpha$ rather than the case without $\alpha$, production smoothing index has improved significantly (at least 30 percent). For $\alpha_3$ and $\alpha_5$, makespan has been worse up to 3% but production smoothing index has improved about 50%. Run-time of algorithm has improved about 50% that isn't so effective to solve larger problems (D>11) and it contributes to solve a problem with at most one more position rather than the case without $\alpha$.

In case of $\alpha = \alpha_1$, makespan has been worse up to 10% but smoothing index has improved about 80%. In this case, $\alpha$ parameter with omitting more branches has a significant effect on algorithm run-time so that improves it up to 99%. This contributes to solve some problems with 3 or 4 more positions (D) in limited algorithm run-time.

Since number of problems has solved in case $\alpha = \alpha_1$ are greater than the three other cases, the problems has solved by heuristic algorithm and the results have compared.

Table 3 first shows average percent of deviation of heuristic solving from B&B solving without $\alpha$ and then average percent of deviation of B&B solving with different amounts of $\alpha$ from heuristic algorithm solving.

Results in Table 3 show that by increasing number of machines (m = 50 and 100) the deviation of heuristic algorithm makespan has increased significantly rather than the case without $\alpha$ parameter.

Results of Tables 2, 3 show by increasing number of machines in larger problems, makespan deviation of B&B solving with $\alpha = \alpha_1$ of B&B solving without $\alpha$, is being decreased. In cases m = 50 and 100 this deviation equals to zero although smoothing index has improved between 60% to 80% and algorithm run-time has improved up to 99%.
**Table 2. Comparison of B&B algorithm results with heuristic algorithm results**

<table>
<thead>
<tr>
<th>M</th>
<th>N</th>
<th>D</th>
<th>BB1 Time</th>
<th>BB2 Time</th>
<th>BB3 Time</th>
<th>BB Opt Time</th>
<th>bb1, opt(ms)</th>
<th>bb1, opt(s)</th>
<th>bb2, opt(ms)</th>
<th>bb2, opt(s)</th>
<th>bb3, opt(ms)</th>
<th>bb3, opt(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3</td>
<td>10</td>
<td>9.18</td>
<td>300.02</td>
<td>300.02</td>
<td>300.02</td>
<td>-64.14</td>
<td>-95.93</td>
<td>-46.58</td>
<td>-45.53</td>
<td>-36.82</td>
<td>-25.90</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>8</td>
<td>5.42</td>
<td>7.37</td>
<td>9.95</td>
<td>0.00</td>
<td>-69.77</td>
<td>-99.26</td>
<td>-47.15</td>
<td>-43.23</td>
<td>-36.00</td>
<td>-20.45</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>10</td>
<td>4.77</td>
<td>300.02</td>
<td>300.02</td>
<td>300.02</td>
<td>-6.53</td>
<td>-99.46</td>
<td>-48.93</td>
<td>-45.20</td>
<td>-40.35</td>
<td>-20.91</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>10</td>
<td>10.59</td>
<td>300.02</td>
<td>300.02</td>
<td>300.02</td>
<td>-64.13</td>
<td>-84.00</td>
<td>-48.65</td>
<td>-34.71</td>
<td>-43.73</td>
<td>-27.42</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>6</td>
<td>0.05</td>
<td>0.23</td>
<td>0.32</td>
<td>0.00</td>
<td>-70.72</td>
<td>-97.50</td>
<td>-49.03</td>
<td>-37.06</td>
<td>-44.73</td>
<td>-16.49</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>8</td>
<td>0.46</td>
<td>11.62</td>
<td>15.41</td>
<td>18.46</td>
<td>-74.51</td>
<td>-96.31</td>
<td>-51.43</td>
<td>-31.27</td>
<td>-38.00</td>
<td>-13.52</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>10</td>
<td>9.41</td>
<td>300.02</td>
<td>300.02</td>
<td>300.02</td>
<td>-64.75</td>
<td>-97.32</td>
<td>-46.75</td>
<td>-47.85</td>
<td>-33.69</td>
<td>-27.42</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>9</td>
<td>9.33</td>
<td>93.05</td>
<td>131.90</td>
<td>168.15</td>
<td>-69.07</td>
<td>-99.21</td>
<td>-49.90</td>
<td>-44.64</td>
<td>-34.49</td>
<td>-21.54</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>10</td>
<td>21.20</td>
<td>300.02</td>
<td>300.02</td>
<td>300.02</td>
<td>-64.06</td>
<td>-98.09</td>
<td>-49.90</td>
<td>-44.64</td>
<td>-34.49</td>
<td>-21.54</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>10</td>
<td>6.89</td>
<td>300.02</td>
<td>300.02</td>
<td>300.02</td>
<td>-64.75</td>
<td>-97.32</td>
<td>-46.75</td>
<td>-47.85</td>
<td>-33.69</td>
<td>-27.42</td>
</tr>
</tbody>
</table>

**Note:** The table compares the results of the Branch and Bound (B&B) algorithm with the heuristic algorithm. The columns represent various parameters and their corresponding values. The table includes columns for different sizes of the problem (M), the number of tasks (N), the total time (D), BB1, BB2, BB3, and BB Opt Time, and the optimal times for different algorithms. The results are presented in a tabular format with specific values highlighted for each combination of parameters.
Hybrid flow shop is another opportunity for future researches. The proposed exact method (B&B) can not solve large scale problems. Improving the proposed B&B by define efficient lower bound and also using a heuristic algorithm is proposed to minimizing the makespan in the Flow shop scheduling problem with sequence dependent set-up times with considering production smoothing. The model and solving methods are not reported in the literature. Due to The proposed exact method (B&B) can not solve large scale problems this is an opportunity for future researches. Improving the proposed B&B by define efficient lower bound and also using a meta-heuristic method can be considered in future researches. Considering other production environments like Hybrid flow shop is another opportunity for future researches.

Table 4. Comparison of results for different groups of problems has reached to optimal solving in 5 minutes.

<table>
<thead>
<tr>
<th>α1 with opt</th>
<th>α2 with opt</th>
<th>α3 with opt</th>
<th>problem group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>makespan</td>
<td>smoothing</td>
<td>index</td>
</tr>
<tr>
<td>6 to 20%</td>
<td>36 to 43%</td>
<td>worse</td>
<td>2 to 3%</td>
</tr>
<tr>
<td>15 to 25%</td>
<td>40.4 to 49.9%</td>
<td>worse</td>
<td>1.8 to 2%</td>
</tr>
<tr>
<td>22.4%</td>
<td>33%</td>
<td>better</td>
<td>1.4%</td>
</tr>
<tr>
<td>21 to 8.5%</td>
<td>31 to 45.8%</td>
<td>better</td>
<td>2.7 to 3.3%</td>
</tr>
<tr>
<td>7.4%</td>
<td>35 to 42.4%</td>
<td>worse</td>
<td>2.15 to 2.9%</td>
</tr>
<tr>
<td>20.9%</td>
<td>40.4%</td>
<td>worse</td>
<td>1.7%</td>
</tr>
<tr>
<td>10 to 27.8%</td>
<td>36 to 40.9%</td>
<td>equal</td>
<td>32.9 to 37.5%</td>
</tr>
<tr>
<td>20.4%</td>
<td>36 to 36.8%</td>
<td>equal</td>
<td>43 to 45.5%</td>
</tr>
<tr>
<td>20.9%</td>
<td>40.4%</td>
<td>worse</td>
<td>1.7%</td>
</tr>
<tr>
<td>13.5 to 27.4%</td>
<td>38 to 46.7%</td>
<td>equal</td>
<td>51.3 to 37%</td>
</tr>
<tr>
<td>21.5 to 27.4%</td>
<td>33.7 to 47.9%</td>
<td>equal</td>
<td>46.6 to 47.9%</td>
</tr>
</tbody>
</table>

* B&B algorithm solving without α

5. Conclusions
In this paper a model and an exact method for solving the model based on branch and bound and also a heuristic algorithm is proposed to minimizing the makespan in the Flow shop scheduling problem with sequence dependent set-up times with considering production smoothing. The model and solving methods are not reported in the literature. Due to The proposed exact method (B&B) can not solve large scale problems this is an opportunity for future researches. Improving the proposed B&B by define efficient lower bound and also using a meta-heuristic method can be considered in future researches. Considering other production environments like Hybrid flow shop is another opportunity for future researches.
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